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1. ABSTRACT

Hardware prefetching is a well known latency hiding tech-
nique for improving performance. A hardware prefetcher
predicts future memory references and brings data to cache
before processor demands it. However, in case of many-core
systems, prefetchers can increase shared resource contention
such as DRAM bandwidth contention, degrading overall sys-
tem performance. Research on controlling aggressiveness
(that controls prefetch degree and distance) of prefetchers
has focused on heterogeneous workloads having a mix of
prefetch friendly (applications that get benefit with prefetch-
ing) and unfriendly (applications that do not get benefit with
prefetching). But a large number of server workloads are
multi-threaded and homogeneous in nature. We showcase,
prefetch aggressiveness controllers that perform well in case
of heterogeneous workloads by classifying and grouping ap-
plications, provide marginal utility in case of homogeneous
workloads. Our findings show that there is no need of group-
ing or clustering mechanisms for controlling aggressiveness.
Instead, we make a case for a simple online profiler that can
decide whether to keep prefetchers ON or OFF.

2. MOTIVATION

The number of cores in current generation servers have
increased substantially. However, the DRAM bandwidth has
not been able to keep up with this increase [1]. For exam-
ple, a recent Intel Xeon [1] of 28 cores (56 hyper-threading
threads) has support for only six DRAM channels, only one
DRAM channel per nine threads. This leads to an increase
in contention for DRAM bandwidth among the cores. State-
of-the-art prefetchers like IPCP[13], SPP[12] and Bingo [4]
show significant improvement in single core performance
but also increase the DRAM traffic because of additional
prefetch requests. The additional traffic because of prefetch-
ing, increases the contention at all shared resources (on-chip
network, last level cache (LLC), DRAM bandwidth). How-
ever, recent studies [5] show LLC contention is not a prob-
lem with large LLC. So, we focus primarily on the effect of
DRAM bandwidth on the effectiveness of hardware prefetch-
ing. Figure 1 shows the performance improvement provided
by different state-of-the-art prefetchers such as IPCP[13],
SPP[12], and Bingo[4] with high (4 channels, one channel
for four cores) and low(2 channels, one channel for eight
cores) DRAM bandwidths for a 16 core system. We use a
per channel bandwidth of DDR4-3200 (25.6 GB/s). As we
can see, for prefetch friendly applications, all the prefetchers
experience performance reduction in case of low bandwidth
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Figure 1: Performance improvement with different state-of-
the-art prefetchers for a 16-core system having three-level
cache hierarchy with high (4 channels) and low(2 channels)
DRAM bandwidths. IPCP-L1: IPCP at the L1, SPP/Bingo-
L2: SPP/Bingo at the L2.

(2 DRAM channels) and in case of prefetch unfriendly ap-
plications, there is a performance degradation irrespective of
available DRAM bandwidth. Prefetch aggressiveness con-
trollers tackle this problem by controlling prefetch degree and
prefetch distance.  However, prior works [7], [11], [14] [10]
[16] [8] [15] [9] on prefetch aggressiveness control focus pri-
marily on heterogeneous mixes (multicore system with each
core running a different application), propose changes in hard-
ware for classifying applications into clusters (groups) based
on prefetch behavior. Although the mechanisms proposed in
prior works improve performance for heterogeneous work-
loads, they have marginal utility for homogeneous workloads
(all cores running the same application) that are common
in server environments. Also, majority of the mechanisms
are proposed for simple stride and stream based prefetchers
but fails to deliver performance benefit over state-of-the-art
prefetchers as they have in-built mechanisms for aggressive-
ness control based on prefetch accuracy and coverage.

In the next section, we present detailed analysis of our idea
and conclude that all the prior aggressiveness controllers have
minor utilities in terms of performance improvement and we
can get similar or better performance from prefetching using
a naive performance based profiler.

3. DO WE NEED CLUSTERING?

Prior prefetch aggressiveness controllers use grouping
(clustering) of applications for controlling prefetch degree
and prefetch distance. We showcase that there is no need
of grouping (clustering) with homogeneous workloads. We
extend ChampSim[3] (a trace-based simulator used in Data
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Figure 2: Performance improvement with hardware prefetching for different cluster sizes for a 16 core system. Higher the better.
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Figure 3: Performance improvement with a naive profiler for
a 16 core system with low DRAM bandwidth.

Prefetching Championship[2]) for many-core system with
detailed DRAM bandwidth, on-chip-interconnect, and sliced
LLCs and compare the effectiveness of different clustering
mechanisms. With large LLCs, and scalable high-bandwidth
interconnect, off-chip shared DRAM bandwidth becomes the
bottleneck on many-core system. We show the results for a
16 core simulated system in SPEC[6] rate mode. We select
four SPEC 2017 benchmarks that are representative of differ-
ent performance trends that we observe across all memory
intensive SPEC 2017 benchmarks.

Size of the cluster (number of cores with hardware prefetch-
ing ON) is an important factor in prior prefetch aggressive-
ness controllers. Size of the cluster determines the (i) amount
of time for which a core (application) gets benefit from
prefetching as a small cluster size would mean more clusters
whereas a large cluster would mean few clusters), and (ii) the
DRAM bandwidth congestion caused by prefetch requests.

In Figure 2, we show the performance improvement on a
16-core system, with IPCP prefetcher [13] for all cluster sizes
with low and high DRAM bandwidths. Cluster size of 16
means that all the 16 applications running on 16 cores, have
their respective prefetchers ON whereas cluster size of zero
means, all the prefetchers are OFF. We mainly concentrate
on Figure 2 (a), where DRAM bandwidth is scarce and it
is a good indicator of recent Intel servers [1]. We observe
that on varying size of the cluster (number of applications
with prefetching ON), different applications show different
behaviors, for instance, prefetch friendly applications (such
as gcc) shows performance improvement with an increase in

cluster size across all bandwidths, while prefetch unfriendly
applications (mcf) perform better with lower cluster sizes.
We observe an interesting behavior for fotonik, unlike other
applications, we see a fluctuation in performance improve-
ment with higher cluster sizes, which is a result of an interplay
between the two attributes (i) and (ii) that we discussed above.

We observe from Figure 2 that we get the best performance
for prefetch friendly benchmarks when cluster size is equal
to number of cores (16 in our case) (except for fotonik that
performs slightly better with cluster size three in case of low
bandwidth), which is equivalent to having all prefetchers on.
While for prefetch unfriendly benchmarks, the performance
peaks are are always at cluster size zero, which suggests
having prefetcher OFF for all the cores provide best system
performance.

This binary decision of having all prefetchers ON or OFF
based on prefetch behavior can be done by using either of-
fline or online profiling. We showcase that a naive profiler
that is light-weight and online in nature is highly effective
in improving system performance. Our profiler has a small
training phase followed by an execution phase, where in the
training phase, the profiler learns whether it is beneficial to
turn the prefetcher ON or OFF. Figure 3 shows the perfor-
mance improvement by prefetching with our naive profiler
compared to baseline (having all prefetchers on) for a 16-core
simulated system with low bandwidth(2 channels). We get
the primary benefit for prefetch unfriendly applications. On
average, we observe 10 and 15 % improvement for [PCP and
SPP, while Bingo does not show any improvement because of
its conservative in-built prefetch throttling mechanisms. For
prefetch friendly benchmarks, we get performance similar to
baseline.

4. CONCLUSION

We highlight the problem of existing prefetch aggressive-
ness controllers on many-core systems. Through experiments
on a 16-core simulated system with different DRAM band-
widths across different cluster sizes, we conclude that there
is no utility of clustering used in prefetch aggressiveness
controllers for homogeneous workloads and we could get
maximum benefit by using a naive performance based pro-
filer that can either keep all the prefetchers ON or OFF.
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